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Abstract

Background: Different machine learning (ML) technologies have 
been applied in healthcare systems with diverse applications. We 
aimed to determine the model feasibility and accuracy of predicting 
patient portal use among diabetic patients by using six different ML 
algorithms. In addition, we also compared model performance accu-
racy with the use of only essential variables.

Methods: This was a single-center retrospective observational study. 
From March 1, 2019 to February 28, 2020, we included all diabetic 
patients from the study emergency department (ED). The primary 
outcome was the status of patient portal use. A total of 18 variables 
consisting of patient sociodemographic characteristics, ED and clinic 
information, and patient medical conditions were included to predict 
patient portal use. Six ML algorithms (logistic regression, random 
forest (RF), deep forest, decision tree, multilayer perception, and 
support vector machine) were used for such predictions. During the 
initial step, ML predictions were performed with all variables. Then, 
the essential variables were chosen via feature selection. Patient por-
tal use predictions were repeated with only essential variables. The 
performance accuracies (overall accuracy, sensitivity, specificity, and 
area under receiver operating characteristic curve (AUC)) of patient 
portal predictions were compared.

Results: A total of 77,977 unique patients were placed in our final 
analysis. Among them, 23.4% (18,223) patients were diabetic mel-
litus (DM). Patient portal use was found in 26.9% of DM patients. 

Overall, the accuracy of predicting patient portal use was above 80% 
among five out of six ML algorithms. The RF outperformed the oth-
ers when all variables were used for patient portal predictions (accu-
racy 0.9876, sensitivity 0.9454, specificity 0.9969, and AUC 0.9712). 
When only eight essential variables were chosen, RF still outper-
formed the others (accuracy 0.9876, sensitivity 0.9374, specificity 
0.9932, and AUC 0.9769).

Conclusion: It is possible to predict patient portal use outcomes 
when different ML algorithms are used with fair performance accu-
racy. However, with similar prediction accuracies, the use of feature 
selection techniques can improve the interpretability of the model by 
addressing the most relevant features.

Keywords: Machine learning; Diabetic; Patient portal; Feature selec-
tion; Prediction performance

Introduction

In recent years, machine learning (ML) technologies have 
been broadly applied in the field of medicine [1, 2]. With the 
adoption of these ML technologies, healthcare providers can 
make more informed decisions based on predicted clinical out-
comes such as long-term recovery from stroke, the diagnostic 
accuracy of various diseases, and the efficiency of treatment 
[3-5]. Several well-known ML algorithms include random 
forests (RFs), decision trees (DTs), neural networks, linear or 
logistic regression (LR), and support vector machines (SVMs). 
Debnath et al summarized using a variety of ML technologies 
to augment coronavirus disease 2019 (COVID-19) clinical de-
cisions [6]. Such predictions emerging into healthcare system 
were also validated with the use of different ML algorithms 
in different countries [7, 8]. Using the LR and RF algorithms, 
Safaripour and June Lim reported over 90% of accuracy to 
predict ED frequent users [9]. Tello et al predicted the hospital 
bed demand with SVM, one of the ML technologies, which 
could potentially enhance the efficiency of inpatient bed utili-
zation [10]. In terms of the specific diseases, a previous study 
reported using ML to help physicians diagnose certain diseases 
[11]. Many studies focused on patients with diabetic mellitus 
(DM) and reported diabetic prediction [12], classification [13], 
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and management benefits from using ML technologies [14]. 
However, different studies have used different ML algorithms 
with diverse findings.

With the increasing adoption of ML technologies, the 
questions about interpretability and liability of their outputs 
are increasing [15]. Most of the current ML models remain 
complex black boxes, i.e., their internal logic and inner work-
ings are hidden to the users [16]. As a consequence, the ra-
tionale behind the prediction cannot be fully understood, thus 
making the interpretability of these models a major challenge 
in current research and practice towards their meaningful use 
in clinical decision support [17]. Emphasizing the impor-
tance of features (i.e., predictors) will significantly improve 
the ML model interpretability [18]. Some ML models, such 
as regression and tree ensembles, are capable to assign im-
portance scores to features while fitting the data. Thus, we 
could rely on feature importance scores for explainability to 
offer insights into the model behavior [19]. Further, to assess 
the performance of ML models, the overfitting issue must be 
taken into account. Overfitting is an undesirable ML behavior 
that occurs when the ML model gives accurate predictions for 
training data but not for new data. One of the reasons that can 
potentially cause overfitting is that the training dataset con-
tains a large amount of irrelevant information (e.g., too many 
features). To avoid overfitting, feature selection is an accepted 
pre-processing method which can help mitigate overfitting 
while optimizing the prediction performance. Studies that con-
sider both ML models’ interpretability and overfitting, particu-
larly in the clinical predictions, are sparse.

In this study, we used variables harvested among patients 
presented at an emergency department (ED) to predict patient 
portal use. A patient portal is one type of patient personal 
health record that is tethered to hospital electronic medical 
records [20]. With the implementation of Health Information 
Technology for Economic and Clincal Health (HITECH) act, 
electronic medical records and patient portals have been used 
broadly in the United States (US) healthcare system [20]. A 
patient portal has been considered as an effective tool to con-
nect patients and their healthcare providers. However, dispari-
ties have occurred among individuals using patient portals, 
especially among individuals with DM [21-23]. Non-Hispanic 
White patients tended to utilize patient portals more often than 
non-Hispanic Black or Hispanic patients [22]. Patients with 
low socioeconomic status (SES) were also less likely to use 
patient portals [21]. Therefore, it is important to recognize fac-
tors that could promote patient portal use among DM patients. 
Vulnerable patients tend to be less engaged in healthcare, and 
many have been uninsured, or underinsured, and utilize the 
ED as their primary medical home [24]. Accurately predicting 
patient portal use will help ED healthcare providers identify 
vulnerable patient populations to further advocate patient por-
tal use. Meanwhile, identifying important factors that promote 
patient portal use can help implement more efficient interven-
tions. Use of different ML algorithms could possibly yield 
both findings.

Therefore, our primary goal was to determine the feasibil-
ity and accuracy of using different ML algorithms for patient 
portal use prediction. In addition, our secondary goal was to 
use a feature selection technique to identify the top “essential” 

variables, and further identify the accuracy of patient portal 
use ML predictions with the use of only “essential” variables 
among ED DM patients.

Materials and Methods

Study design and setting

This was a single-center retrospective observational study. The 
study hospital is a level-1 trauma center, regional chest pain, 
and comprehensive stroke center. The study hospital ED has 
approximately 125,000 annual patient visits. The entire hospi-
tal system uses electronic medical records (Epic) and a patient 
portal system (MyChart) that is assigned to each patient [25]. 
Patient portals can be entered by either using a computer via a 
website or a tablet/smartphone via an app. This study was ap-
proved by the regional institutional review board with waived 
informed consent. This study was conducted in compliance 
with the ethical standards of the responsible institution on hu-
man subjects as well as with the Helsinki Declaration.

Study participants

This study included only adult patients with a history or new 
onset of DM (including type 1 and type 2) who were presented 
at the study ED from March 1, 2019 to February 28, 2020. We 
chose DM patients in this study because different ML tech-
nologies have been applied broadly among such a cohort with 
diverse findings [26, 27]. If patients had multiple ED encoun-
ters during the study period, only the last ED visit was includ-
ed. In addition, we only included DM patients that had patient 
portal access (i.e., DM patients had at least one ED or clinic 
visit within the healthcare system prior to the index ED visit). 
Subjects excluded had one of the following criteria: 1) age < 
18; 2) no prior patient healthcare visits at the study healthcare 
system; 3) prisoners; and 4) no DM patients.

Variables

Response variable

This study conducted classification analyses on a single out-
come variable to predict the use of patient portal (i.e., My-
Chart) by DM patients. This binary outcome variable indicated 
whether the patients used MyChart in the past 12 months upon 
their last ED visit during the data collection period (1 = used; 
0 = not used).

Predictor variables

After a screening of the potential predictor variables, 18 can-
didates were selected and used in the analyses. We categorized 
these predictors into three groups: 1) variables of patient de-
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mographics and social determinants; 2) variables related to pa-
tient visit history in the past 12 months (including both clinic 
and ED visits); and 3) variables related to patient medical con-
ditions. Supplementary Material 1 (www.jocmr.org) shows all 
the predictor variables and their corresponding data type and 
values.

Patient portal use prediction using different ML algo-
rithms

Six ML algorithms (i.e., classifiers) were used to predict the 
outcome variable: 1) LR; 2) RF; 3) deep forest (DF); 4) DT; 
5) multilayer perception (MLP); and 6) SVM. Supplementary 
Material 2 (www.jocmr.org) shows more details on these clas-
sification methods.

Training and testing samples for ML

To reduce the selection bias of samples used for training and 
testing, we employed the 10-fold cross-validation method to 
train and test each classifier. Cross-validation is a resampling 
method that uses different portions of the data to train and test 
a model on different iterations. Specifically, we partitioned 
the entire dataset into 10 subsets of equal sizes. In each itera-
tion, one subset was used for testing while the remaining nine 
subsets were used for training. A total of 10 iterations were 
conducted, where the 10 subsets were rotated such that each 
subset was used once in an iteration for testing. The overall 
performance of a classifier was then derived by computing the 
averaged performance across the 10 iterations.

Analysis

All 18 variables were used to predict patient portal use by the 
six different ML algorithms. The classifiers’ performances 
were assessed based on four measures: 1) accuracy; 2) sensi-
tivity; 3) specificity; and 4) area under the (receiver operating 
characteristics (ROC) curve (AUC). Accuracy measures the 
proportion of the correctly predicted samples (including both 
positive and negative ones) in all the tested samples. Sensitiv-
ity (specificity) measures the proportion of the correctly pre-
dicted positive (negative) samples in all the truly positive (neg-

ative) samples. Further, AUC measures the area underneath the 
ROC curve (range = 0.5 - 1), where the ROC curve is a graph 
showing the performance of a classification model based on 
both sensitivity and sensitivity measures at all classification 
thresholds. If the classifier is based on random guesses, the 
AUC is 0.5. If the classifier is perfect, then AUC is 1.

Further, to improve the prediction performance and reduce 
the risk of overfitting, feature selection was performed through 
a recursive feature elimination procedure [28]. Recursive fea-
ture elimination selection enables the search of a reliable sub-
set of features while looking at performance improvements 
and maintaining the computation costs acceptable [28]. In our 
study, the feature selection procedure was specified as follows. 
Initially, we started with a set of all the 18 predictor variable 
candidates to predict patient portal use. Based on the feature 
importance scores, we eliminated the least important variable 
and kept the 17 top-ranked predictors to run the same predic-
tion. Then, we evaluated the prediction performance derived 
from models using 17 variables against that using 18 varia-
bles. If the performance was acceptable, i.e., either improved 
or at least maintained, when a smaller set of predictors was 
used, then we continued removing the least important variable 
in the reduced set of predictors (i.e., 17 variables) and com-
pared its prediction performance against that before the pre-
dictor was removed (i.e., 16 predictors against 17 predictors). 
This process was continued until the performance could not be 
maintained appropriately. Finally, the smallest subset of those 
predictor candidates that could still produce an acceptable per-
formance was chosen. All six classifiers’ performances were 
again assessed. Python (3.7) was used for the derivation and 
validation of different ML algorithms.

Results

A total of 77,977 unique patients were placed in our final 
analysis. Among them, 23.4% (18,223) patients were DM. The 
average age of these patients was 44 year old with standard de-
viation of 16 years. Forty-nine percent (49%) of patients were 
male and 51% were female patients. Patient portal use was 
found in 26.9% of DM patients. To predict the patient portal 
use among ED DM patients, the six different ML algorithms 
were used, and their performance accuracies were compared. 
Table 1 summarizes the performance measures of the six clas-
sifiers. Overall, the RF and DT classifiers outperform the 

Table 1.  Performance Measures of the Six Classifiers Before Feature Selection (All 18 Variables Used in the Model)

Classifier Accuracy Sensitivity Specificity AUC
Logistic regression 0.8242 0.7542 0.9727 0.8034
Random forest 0.9876 0.9454 0.9969 0.9712
Deep forest 0.9784 0.8966 0.9965 0.9465
Decision tree 0.9820 0.9508 0.9890 0.9699
Multilayer perception 0.8222 0.7814 0.9862 0.9693
Support vector machine 0.6166 0.5265 0.6992 0.5851

AUC: area under the receiver operating characteristic curve.
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other classifiers by providing an accuracy greater than 98%. 
The performances of these two classifiers are comparative. RF 
is slightly better than DT in specificity (0.997 vs. 0.989) and 
AUC (0.971 vs. 0.970), whereas DT is marginally better than 
RF in sensitivity (0.951 vs. 0.945).

Figure 1 ranks the individual variables based on their ef-
fects on the prediction model, with a higher score indicating a 
larger effect. It is noted that, among the top eight most important 
variables, three are demographical variables/social determinants 
(age, primary payor, and marital status), four are patient health-
care engagement-related variables (number of appointments 
arranged in clinics, number of completed and missed clinic ap-
pointments, and number of ED visits in the past 12 months), 
and one is individual medical condition variable (number of ac-
tive medications). By following the recursive elimination fea-
ture selection procedure mentioned above, the top eight most 
important variables were selected in the final models. Table 2 
shows the performance measures derived from the same six ML 
prediction models using those eight top-ranked variables.

Even with the use of the top eight contributors, the overall 
model performance accuracies among all six ML algorithms 
were either better or not changed (Table 2). The RF and DT 
classifiers still outperform the other classifiers by providing 
an accuracy of approximately 98%. The performances of these 

two classifiers are comparative. Similar sensitivity (0.9374 vs. 
0.9493) specificity (0.9932 vs. 0.9901), and AUC (0.9769 vs. 
0.9710) are reported between RF and DT.

Discussion

In this study, different ML algorithms were used to predict 
patient portal use among ED DM patients. We found overall 
good predictive accuracies from five out of six different ML 
models, which indicates the applicability of using ML technol-
ogy for patient portal prediction among individuals with DM. 
However, special attention should be paid when using ML 
prediction since different ML models might result in different 
performance accuracies [29]. In our models, though using the 
same dataset, SVM prediction yielded the poorest performance 
when compared with the other prediction models. In addition, 
some ML predictions provide results via a “black-box” analysis 
[16] which might have less value for physicians/administrators 
when determining the weight of the variables. However, the 
step of ML analysis using identified variables in our study over-
comes the difficulties of “black-box” analysis. Using different 
ML models to determine the prediction performance accuracy, 
not only did we compare the accuracy of each ML model and 

Table 2.  A Comparison of Performance Measures of Six Different ML Algorithm Feature Selections (Top Eight Ranked Variables)

Classifier Accuracy Sensitivity Specificity AUC
Logistic regression 0.8351 0.7566 0.9839 0.8124
Random forest 0.9876 0.9374 0.9932 0.9769
Deep forest 0.9773 0.8962 0.9875 0.9510
Decision tree 0.9818 0.9493 0.9901 0.9710
Multilayer perception 0.8263 0.7798 0.9861 0.9634
Support vector machine 0.7052 0.6891 0.7134 0.6971

ML: machine learning; AUC: area under the receiver operating characteristic curve.

Figure 1. Feature importance scores.
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choose the best one for the predictions, but also identified im-
portant variables for outcome predictions. Determining these 
essential variables for outcome prediction can help develop ef-
fective interventions which yield improved outcomes. Moreo-
ver, when these essential variables were identified, subsequent 
ML predictions provide further validation about the value of 
these essential variables for future interventions.

This study does not emphasize findings of which ML 
models best predict patient portal use among ED DM patients. 
Instead, the dataset is a resource for different ML prediction 
models and validates the value of stepwise ML prediction. This 
study explores the usefulness of our “method” instead of be-
ing a healthcare prediction project. More importantly, this study 
shows the importance of choosing variables for ML predictions. 
More variables included in the ML prediction models seem to 
be less important than the “essential” variables included in the 
model. The primary ML prediction models used 18 variables, 
whereas the secondary ML prediction models only used eight 
variables. However, both yielded similar performance accura-
cies. This result is consistent with the “Garbage in, garbage out” 
phenomenon, frequently noted when ML is used in the field 
of medicine [30]. With the development of electronic medical 
records, numerous variables can be easily retrieved. However, 
most variables might not play an important role in the ML model 
predictions [18]. We suggest that screening, expert opinion, and 
group discussions to carefully choose essential variables should 
be the critical steps before initiating ML predictions.

Our study used a relatively large sample to predict patient 
portal use outcomes with the use of six different ML algo-
rithms. We performed performance accuracy comparisons, one 
with 18 variables and the other, with only eight variables. We 
believe that these choices increase the validity of our results.

Our study also has its limitations. First, we only studied 
six ML prediction models, excluding other ML models from 
study and comparisons. Second, our dataset was limited to a 
single hospital ED, so uncertainty remains as to whether our 
stepwise prediction model can be generalized to different 
datasets. Third, since the choice of variables for the initial ML 
predictions largely depends on expert opinions and discussion, 
our study does not have data to validate this determination. 
Therefore, future studies are warranted to validate the value 
of using ML prediction models to predict clinical outcomes 
and further apply models for real-time predictions in medicine.

Conclusion

It is possible to predict patient portal use outcomes when dif-
ferent ML algorithms are used with fair performance accuracy. 
However, with similar prediction accuracies, the use of feature 
selection techniques can improve the interpretability of the 
model by addressing the most relevant features.

Supplementary Material

Suppl 1. List of predictor variables, data type, and values.
Suppl 2. Classifiers.
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